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Z Transforms for the Embedded System Engineer

by Tim Wescott, Wescott Design Services

(note: For a much more in-depth discussion of the z transform, and other
practical uses of control theory, see the book_ Applied Control Theory for
Embedded Systems.)

The z transform is an essential part of a structured control system design. This paper
describes the basics of using the z transform to develop control systems, using the sort
of math that is familiar to the accomplished embedded system designer.

1 Introduction

This paper talks about closed-loop (or feedback) control systems. This is the case when you are
implementing a system like the one in Figure 1. The control software combines the feedback with the
command to create the drive signal. The drive signal is amplified and applied to the plant, which
changes its behavior. The plant behavior is measured and read by the control software as feedback.
Since this all goes in one big circle it is called "closed loop".
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Figure 1: A Generic Computerized Control System.

The z transform is useful, but it only works on certain types of problems. If you can describe your plant
and your controller using linear difference equations, and if the coefficients of the equations don't
change from sample to sample, then your controller and plant are linear and shift-invariant, and you
can use the z transform. If the problem at hand won't allow you to model the plant and controller as
linear shift invariant systems you won't be able to use the z transform.

While all real-world plants are nonlinear in some sense, and have parameters that vary with time to
some degree, the majority of plants can be usefully modeled with linear time invariant differential
equations. Once this is done the effects of sampling the input and updating the output at discrete
intervals can be taken into account and a difference equation that describes the plant behavior from
the software's point of view can be produced.

Let's say that you've reduced the behavior of the plant to a difference equation that looks like
X, =@ X,y FaAy X,y gt |H g1, Fhou, o+ (1)

where X, is the output of the plant at sample time n, u, is the command to the DAC at sample time n,
and the various a and b are constants set by the design of the plant, driver and ADC circuits.

You can solve (1) for x, over time if you are given a specific sequence of up, using techniques very
similar to those used to solve differential equations, but the process is just as tedious and obscure as
solving differential equations, and just as error prone and frustrating. Furthermore if you want to
investigate what happens when you add feedback to the system you would need to solve many
equations like (1) over and over again. The z transform allows you to do both of these things.
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2 The z Transform

Just as the Laplace transform is used to solve linear time-invariant differential equations and to deal
with many common feedback control problems using continuous-time control, the z transform is used
in sampled-time control to deal with linear shift-invariant difference equations.

Officially, the z transform takes a sequence of numbers x, and transforms it into an expression X(z)

that depends on the variable z but not n. That's the transform part: the problem is transformed from
one in the sampled time domain (n), and put it into the z domain. The z transform of x is denoted as
Z(x) and defined as

X(z)=Z(x)=2 5,2 " ()
no

For example, if you have a signal x, = a” you can plug it into (2) and get

Xiz)=Y "z "= :
(z) nz:,)a z == (3)

There are some complex rules about the values of z for which (2) is valid. While these rules are
important in proving the mathematical solidity of the z transform they don't make much difference in
it's practical application and can be safely ignored.

The most commonly used and most important property of the z transformation is that the z transform
of a signal that is delayed by one sample time is the z transform of the original signal times z1

Xiz)*z:lxn 12 ”*Z‘axnz "y 12; Xz - (4)
n n n

This seems pretty simplistic, but we'll get a lot of mileage out of it. Table 1 lists some other properties
of the z transform (see [1]). If you feel inclined, it's good practice to use (2) or (4) to verify each one of
these properties.

Property

Comments

Zkx,|=kX(z)

k must be a constant.

(5)

Z le’,,+x,,,, =X,)lz)+X,(z)

(5) and (6) together imply that
the z transform is a linear
operation.

(6)

_z—1
Z|x,—x, —ZTXIIZII

This is called a "first
difference" -- iti;¥%2s the
discrete time equivalent to a
differential

(7

z[z x,,]—anz:u

0 z—1

A summation is the discrete
time equivalent to an integral.

(8)

len . _X':Z:'

This is the unit delay -- it's the
fundamental operation in
discrete-time analysis.

(9)

noa z-1

lim x"—lim[['Z;lIZIXHJ

This is called the "Final Value
Theorem" and is only valid if
all the poles of X(z) are stable.

(10)

2.1 An Example

Table 1: z Transform Properties.

Figure 2 shows a motor and geartrain that we might use in a servo system. We're driving it with a
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voltage, and reading the position of the output gear with a potentiometer. Let's say that we're going to
use it as our plant. If we ignore all the nonlinearities in the system, and any difficulties with the motor
performance changing over time, and if we set x = vp and u = v;, then the difference equation that
describes it might look like

x=la+1lx, —ax, ;+bu (11)

n1

poten-
tiometer

motor

Figure 2: A voltage driven motor and gear train.

You can take the z transform of (11) without knowing what x, or up, are by applying (2) as appropriate
(remember that x, transforms to X(z) and up transforms to U(z)). If you do this you get

X(z)=X(z)14alz '~ X(z)az *+Ul(z)bz ' - (12)

Notice a cool thing: We've turned the difference equation into an algebraic equation! This one of the
many things that makes the z transform so useful. It is perfectly fair to treat z as an algebraic variable.
If we do so we can solve (12) easily [2]:

Xiz1-1+alz “+az *)=Uiz)bz ' - (13)
X(2)=U(2)b o=V (2 )b e - (14)
z'=|1+alz+a lz=1llz—a]

With (14) we have a general solution for (11), which applies for any input signal we may want to try
out. If we know the z transform of u we can find the z transform of x very easily by plugging it into the
right-hand side of (14). Then we could find the inverse z transform of the result to find out what x is in
the time domain.

If this was all that we could do with the z transform it would be a useful tool to have around, but
probably not something you'd want in your toolkit for everyday use. Fortunately, the z transform goes
beyond allowing easy solutions to specific difference equations.

2.2 Transfer Functions

We can take the idea of plugging in signals one step further and express the relationship between X
and U in (14) as a ratio:

Xliz.‘l_b z

Hiz)=7—
Ulz)  Z—|1+alz+a

(15)

The function H(z) is called the "transfer function" of the system i;%2 it shows how the input signal is
transformed into the output signal. In z domain terms the transfer function of a system is purely a
property of the system: it isn't affected by the nature of the input signal, nor does it vary with time.

One easy and obvious thing that we can do with the transfer function in (15) is to predict the behavior
of the motor. Let's say | want to see what the motor will do if x goes from 0 to 1 at time n = 0, and
stays there forever. This is called the "unit step function", and a system's response to it is very
informative. The z transform of the unit step response is z/(z-1). To simplify the math, lets also say that
a = 0.8 and that b = 0.2. In that case | have

z
Ulz)=
(z)=—= (16)
and
£ 2
X':Z:"XI:Z:’UI:Z]‘ . 02z z _ 0222 ) 17)
Ulz) 2-18z+082-1 |z—1/z-038]
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There's two ways | can go with (17). First, | can solve it by polynomial division. This is a good way to go
if | want to graph the response vs. time, and it is simple to do. The result looks like this

2
Xiz)me—022" 02,4056z 2+1.0482 o - (18)

2°—282°+262z-08
The system response is now expressed as a polynomial in z1, It is trivial to apply (4) in reverse to get
x=0,0.2,0.56,1.048--- - (19)

(19) gives the system response for that particular input. This is very useful, but you would like to know
if the system will ever settle out, or what it will settle out to. The second method that you can use is
partial fraction expansion to break things down into easy bits, followed by doing the reverse transform
by inspection. The partial fraction expansion of X(z) is

2
Xiz)= 0522 .z . 4z " 4z (20)
lz—1/[z—08) [z—1 2z—1 z-08
You can use (20) with the transforms in Table 2 to get
x,=n—1+08" - (21)

When you do this it becomes immediately clear that the motor position and velocity start at zero, then
the motor velocity increases with its velocity increasing asymptotically to one count per step. This is
exactly what you'd expect from a motor with a constant voltage on it.

In fact, for all but a few special cases there will always be certain elements of the system response (in
this case the 1 and the 0.8") that will be there because of the nature of that system's transfer
function. These special cases happen because the input signal happens to mask portions of the
system output; in general this will not be the case.

Finl Fiz) Comments
| -0
dlk) 1 dik)=1 #=0: (22)
[0 k#1
| =0 :
ulk) z ulk)=0 %<0 : (23)
z—1 [T %=0
z (k) isaunit
kTulk) ; kTu(k) 1saun (24)
lz—1] ramp function.
) Tzlz+1)
[T "l k) —— (25)
lz—1]
. | e d? oz This is nasty, | haveni; ¥t
{ Pl oo 1Pl _ Y, ¢
ETF ulk) lbnﬁ[l' D dp? z—e 91'] found a better one yet. (26)
QT 1k z a (and therefore b) must
e ulk)=b z—b be a constant. @7
ETe Ty (k= Th* Thz a (and therefore b) must (28)
¢ wis (z—8f be a constant.
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db t both b
le ®* cos{wkT)ulk)= lz—bcos(w]lz 2 ane b must ot 5
(8¥cos(w k) lu(k) T Zeoslwiz b | COmStanS, the poleis | (29
\ H#AA] Y complex.
le @ sin{wk T)lulk)= beosiwz aand b must both Pe
. R -_— constants the pole is (30)
|B%sinlwklulk) z°—2cosiw)z+& complex.

Table 2: Some common z Transforms.

2.3 Characteristic Polynomial

The derivation leading up to (21) points up a very important and useful property of the z transform: All
of the elements in the response of the system to an input come from the system transfer function or
from the input signal. Physically this happens because the system being modeled is linear.
Mathematically this happens because the fractions that appear in a partial fraction expansion such as
the one in (20) are the roots of the denominator polynomial of the output signal, which are in turn the
roots of the denominator of the transfer function plus the roots of the denominator of the input signal.

What all this means is that the roots of a transfer function's denominator polynomial will nearly always
make their presence known in the output of the system. This means that to get a general idea about
how the system will behave you don't have to do all the work of putting a test signal into your system
to see what comes out, you only need to factor the denominator and look at the value of its roots.

The usefulness of the transfer function denominator in predicting system behavior is so important, in
fact, that control engineers refer to it as the system's i; %2characteristic polynomiali;%. There is a
whole lot of information just in the roots of the characteristic polynomial of a system, which are called
the poles of the transfer function or system:.

The Fundamental Theorem of Algebra states that any polynomial can be factored into as many
complex roots as the order of the polynomial:. Remember that a complex number is the sum of a real
number and an imaginary number, such as 0.8 + i0.6, where i is the square root of i;%1. Remember
also that a complex number can be expressed as a magnitude and a phase, so that

0.8 +i0.6 = 1.0 [36.9[1.

When you raise a complex number by an integer, the magnitude of the result is the magnitude of the
original number raised by the integer and the angle of the result is the angle of the original multiplied
by the integer. This means that if | start with 0.99 [J10[] and raise it to the 10th power the result is
0.9910 [11000], which is equal to about 0.90 [1100]. Because of this property of complex numbers a
system with poles of magnitude greater than one will "blow up": the system response will grow
exponentially. System poles with magnitude close to one indicate a system that will settle slowly=.

3 Z Transforms and Software

One of the very nice things about the z transform is the ease with which you can write software from
it. Since you'll be implementing controllers in software this is very important. You can do a
theoretically correct job of coding from a transfer function almost by inspection. If you have a transfer
function

X b 2 4byz bz +b,

u oz +a222+a12+a0 (EX
it turns into the z domain equation

(B,2° +8,2° +b 2+ by | X =|2°+a,2° + a2 +ay | U (32)
which can be converted by inspection into the difference equation

Xy = bty tbouy, By, g hyu, 3—ax, (Fa X, g Ay X, 5] (33)

In turn this difference equation can be turned into software very quickly, as shown in Listing 1:
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// A really cheap filter -- don't use this in real life!

i input: Filter Input

i’ size: Filter order

Ixs numerator: Transfer function numerator coefficients
i denominator: Transfer function denominator coefficients
/ states: Filter States {(old outputs, in this case)
12 oldInput: 0ld filter inputs

float updateFilter (float input, int size, float * numerator,
float * denominator, float states, float
oldInputs)
{
int n;
float output = denominator[size] * input;

// calculate the new output
for (n = 0; n < size; n++)
{
output += denominator[n] * oldInputs[n] -
numerator[n] * states[n]:;
}

// shift the inputs & outputs into their places
for (n = size - 1; n; n--)
{
oldInputs[n + 1] = oldInputs[n]:;
states[n + 1] = states([n]:;
}

states[0] = output;
oldInputs[0] = input;

return output;

Listing 1: A Quick Filter.

3.1 A Better Filter

The filter implemented in Listing 1 really isn't very good for a number of reasons. First, it uses floating
point, which is quite slow on many embedded processorss and can have problems with precision.
Second, it uses more storage than is really necessary (in the "oldInputs" array).

Finally, and most important by far, is that Listing 1 implements a transfer function of unlimited order in
one step. When a transfer function is implemented by the algorithm in Listing 1 the required precision
rises rapidly with the order of the denominator polynomial. A guideline to use is that the precision of
your math needs to be better than the precision of your input plus the precision required to accurately
express each of the roots of the denominator.

As an example of this, if you have input from a 12-bit ADC that you want to run through a 2-pole low-
pass filter with a double pole of 0.9 you would have a transfer function that would look like

2
Hiz)=g22 (34)
z°—1.8z+0.381

To maintain accuracy with the code in Listing 1 you would need at least 12 bits for the incoming data,
plus 3.3 bits for each pole (to distinguish 0.9 from 1.0). Rounding up you need a bare minimum of

12 + 7 = 19 bits i;%2 and 24 would be even nicer. Keep in mind your pole position, however! If you
need to filter down to a really low frequency, with a pole at 0.999, say, you'll need 10 bits per pole, for
12 + 20 = 32 bits. If you wanted to use a third-order filter, you'd need 43 bits i; % for data that's only
good to 12 bits!

The way around this is to use the fact that any transfer function can be broken down into a cascade of
15t and 2" order filters. This is the case because the transfer function of two filters in cascade (i.e. the
output of one filter drives the input to the next) is equal to the product of the two transfer functions,
so any transfer function can be factored into a number of cascaded ones. Any long transfer function
should be broken up this way when this sort of filter is used (or a number of short transfer functions
shouldn't be grouped, as the case may be).

If you stick to filters of no more than 2nd order, 32 bit words will work nicely on most processors for
most filters with most sets of input data. Keep in mind that if you do have the luxury of using floating
point that IEEE single precision floating point ("float" in most modern C and C++ compilers) only uses
a 24 bit mantissa, which often isn't enough. Double precision floating point uses a 48-bit mantissa,
which is much, much better, but double precision floating point will almost certainly be slower.

For some simple control problems you can often get by with 15t order filters and 16 bit words. This can
be the case even if your input data is 16-bit, as long as the control doesn't have to be very fine when
the difference between your feedback and it's target position need more than eight bits to express.

When you factor a transfer function you should factor it into 15t-order blocks whenever possible. For
2nd_order blocks | have a second-order filter that I like to use! when I'm not coding for a DSP. It's a bit
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more complicated to analyze, so I'm just going to present it here. It starts with the difference
equations

_ 1
Xy = =@ Xap 1 H| By — oy |u,
_ ly -
Tyn= K1~ @1 X 1 HE—a By |uy, (35)
ynzxz,n+b2un

If you work through the math you'll find that the resulting transfer function is

¢ 2
XIZZ:l:bzf +bz+b, (36)
Ulz) 2z +az+a,

The code is in Listing 2. This code gets rid of the need to store a separate state vector for the input,
and unrolls the computation. You could rearrange this even more to get rid of the temporary state
should you wish to give up some understandability for execution speed.

// A hetter filter
class CZndOrderFilter
{
public:
// Construct a filter with the numerator {(a) and denominator
/¢ (b) coefficients - always set a2 to 1.0
C2ndOrderFilter {double al, double a0,
double b2,double bl, double b0O);

double Update (double in);

private:

double m_x1, m_x2;

double m a0, m_al;

double m b0, m bl, m bZ;
¥

C2ndOrderFilter::C2ndOrderFilter (double al, double a0,
double b2, double bl, double b0}

m x1 =nm x2 = 0.0;
m a0 = a0;
m al = al;
r b0 = bO;
r bl = bil;
m b2 = b2:

// Implement a transposed direct-form II filter
double CZndOrderFilter::Update (double input)
{

double output, X2 = m_x2:

output = m b2 * input + m_x1;
rm_x2 = m b0 * input - m_a0 * output;
r_x1 = m bl * input - m_al * output + x2:

return output;

Listing 2: A Better Filter.

3.2 The PID Filter

What about the ubiquitous PID controller=? You could just use the filter in Listing 2, but PID controllers
usually work better if you add limiting to your integrators, and a PID controller can be better coded as
a differentiator in parallel with an integrator. Listing 3 shows a PID controller that has been written for
the purpose. If you study the code and ignore the limitingZ you can write down the difference equation,
then find the transfer function in the z domain.
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class CPid
{
public:
CPid(double pGain, double iGain, double dGain,
double iMax, double iMin):;

double Update (double error):

private:
double m _dState; // Last position input
double m_iState; // Integrator state
double m_iMax, m_iMin; // Maximum and winirmum allowsble integrator
state
double m_iGain, // integral gain
m_pGain, // proportional gain
w_dGain; // derivative gain

¥
double CPid::UpdatePID(double error)
{

double pTerm, dTerm, iTerm;
pTerm = m_pGain * error; // calculate the proportional term
// calculate the integral state with appropriate limiting
r_iState += error;

if (m_iState > m iMax) m_iState = m iMax:

else if (m _iState < m_iMin) m iState = m_iMin;

iTerm = m_iGain * m_iState; // calculate the integral term

dTerm = m _dGain * (m_dState - error):
m_d3tate = error;

return pTerm + dTerm + iTermn;

Listing 3: A PID Controller.

The difference equation looks like

Xl,n_xl,n 1 +“n

Xy = Uy (37)
Y= K Ky gt K gl iy =Xy |+ K20,
The z transform of this is
X=Xz '+U
X,=U . (38)
Y=k X+ |\ U-X,2 ' +k,U
Eliminating the state variables gives you
z z—1
Y:k,-Z_IU+kd e U+k,U (39)
and finally,
f \ 1 2 1
Glzl= Yiz) \kytkrkylz'—|k,+2k,lz+k, (40)

Ulz) lz—1lz

In (39) you can see the effect of the three gains; in (40) you can see the transfer function of the filter.

4 The z Transform and Feedback

So how about using this in a control problem? Lets say that you want to use the controller described
by (40) to control the plant described by (14). Control engineers like to reduce control systems to
block diagrams like the one shown in Figure 3. This is an extremely simple system, which is reflected
in the extremely simple diagram.
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Controlle Plant

—u e-w G(z) —u—» Hiz) —x—n

Figure 3: The Control System.

What Figure 3 shows is that the only input to the controller, e, is an error signal that is equal to the
plant output, x, subtracted from the setpoint, u. This error signal drives the plant input, uc which in
turn drives the plant output, closing the loop. We'd like to know, in general, how this system responds
to inputs. Solving this problem using difference equations would be difficult and roundabout. Solving it
with transfer functions in the z domain is straightforward.

I'll start by writing the expression for the plant output, x:

X(z)=Gz)U,(z) - (41)
We know that we can get Uq(2) from E(2):

Ulz)=H(z)E(z) - (42)
Now substitute (42) into (41) to get:

X(z)=Glz)H(z)E(z) (43)
But e = u x! We can stick this relationship into (43) to get an equation in U and X:

X(z)=Glz)H(z)|U(z)-X(z) (44)
and solve for the transfer function of the system:

Xiz)_ Glz)Hiz)

A T LI U 45
Ulz) 1+Giz)H(z) “2)

H(z)=

(45) is a classic equation in closed-loop control theory. Now we can go way back to (15) (for H) and
(40) (for G) and stick them into (45) to get

ke, etk g| 28— (ke 2K 4| 2+ K

[ z
| Z—[1+alz+a lz—1]z

H(z)= ‘
l+(b z

" — - (46)
(et ket kg2~ kot 2kd:z+kd)

lz—1|z

z2—| 1+alz+all

This "simplifies" to

(52 | ]
(o) b Ilkp+k,-+kd,z [k 2k g2+ k) ; @)
(2~[1+alz+allz— 11z +b| [kt ki tka| 2~ [k 4 2 ka2 +ha |2

bk, tktkg|z’—blk,+ 2k |z +bk,

(48)
2| 2+a—(k, tht kb2 +[2a+1- [k + 2k,|b|z—a+ib

Hz)=

If the system is sampled at 250Hz and the mechanical time constant of the motor with its load is 100
milliseconds then a = 0.96. This can be plugged into (48) to get

blke,+htheg| 2 —blk,+ 2k 4|z + bk,

(49)
2296~ [k ki +e gl b|2* +{ 2,92k, + 2k 4| b |2 —0.96 +k 4

H iz)=

We can use (49) to predict what will happen to our system as well as to design systems.

9 of 14 5/19/20, 12:02 PM



Wescott Design Services: Z Transforms for the E... https://'www.wescottdesign.com/articles/zTransfo...

With b set to 1 | built a simulation of the system shown in Figure 3 and adjusted the gains according to
the method outlined in [3]. The gains came out to be kp = 0.5, kj = 0.1 and kg = 0.7. Then (49)
becomes

(122 i
11.3/1z°—1462z+0.54] (50)

Hlz)== 3
z'—1662"+1.022-0.26

This system has poles at z = 0.44 [1i0.37 and z = 0.78. These poles all have magnitudes that are
much smaller than 1, so the system is not only stable, it settles fairly quickly.

5 The Frequency Domain and the Z Transform

So far in my presentation I've stuck to math, and we've found some results that are mathematically
valid, but not really useful enough to write home about. The last section showed us how to take a
system and describe it, but it didn't show how to use a system description to arrive at a result. (50)
tells us that a hypothetical system is stable, but only if the real system matches the system that we've
modeled - and we all know that our models don't always match reality! We also don't know anything
about how well our system will fare as the parts age, or as multiple units are manufactured with
differing component tolerances. Furthermore there isn't a really good way to go from real
measurements of a system to a z domain model.

It is often very informative to excite a system with a unit sine wave input and look at its response. In
the z domain exciting a system with transfer function H with a sine wave shows up mathematically as:

Y'Iz]‘—ZM#Hizi (51)
z°=2cos(0)z+1

If you do all the multiplying and the fractional expansions and whatnot you'll find that after all the
transients due to the structure of H settle out y, is a sine wave with amplitude equal to |H(e/‘1)| and

phase shift equal to [IH(e/9)%, These numbers are called the gain and phase of the system response
(or the system gain and phase).

You can define the whole system's behavior using only its gain and phase response. In fact, you can do
a whole closed-loop system design entirely with gain and phase responses, without ever needing a
z-domain model of the plant. This works because there are some very useful things that you can do
with gain and phase responses, not least of which is designing safe, stable control systems with well
defined behavior. This means that if you don't have a good model of the system (or you suspect the
model you have) you can take its real system frequency response and design a controller without ever
needing to know its exact z transform.

Look back at Figure 3, and at (45). In a single-loop feedback control system, the overall transfer
function will have a denominator that takes the form 1 + G1(z)G2(2) .... The value of G1(2)G2(2) ... is
called the loop gain of the system, and can usually be identified by inspecting the block diagram of
the system. Any value of z that causes the loop gain of the system to equal ;%1 will drive
denominator to zero; by definition such a value of z is a pole of the system. This means that we can
find out if we're close to a pole of the closed loop system by inspecting its open loop behavior.

Now assume that you've whomped up a closed loop system that is known to be stable. Further
assume that you know the plant gain and phase response. You know that since the system is stable,
the poles of the system must lie within the unit circle. Your job is to design a control system that keeps
those poles in the unit circle while achieving your other design goals.

If the system parameters change in a continuous manner the system poles will move in a continuous
manner. This means that any condition that will move a system pole to the unit circle will move the
pole right out of the unit circle if it gets a bit worse. If you scan z around the unit circle while plotting
gain and phase you can look for the places where the open loop gain is close to 1; these are the
places where your stable poles may escape into the unstable region, so they are the places that you
need to be concerned about. Such a gain-phase plot is called a Bode Plot.

5.1 Gain and Phase Margins

Traditionally the way that you express the robustness of a control system is by talking about its Gain
Margin and Phase Margin. Both of these are measures of how close the open loop gain of the system is
getting to 1. The idea is to determine the amount of plant variation you will see before the loop gain
gets to i;%21 and the system goes unstable. The amount of gain change= required to get you to i; %1
when your phase is 180[1 is the gain margin; the amount of phase change required to get you to i; %21
when your gain magnitude is 1 is the phase margin. Gain and phase margins of 6dB (a factor of two)
and 60[] is considered very safe, gain and phase margins of 3dB (square root of two) and 30[] is
pushing it.

So how does this work? For the PID example above, (14) and (40) give us the loop gain:
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You can scan z along the unit circle by using the relation 1 [ [ = cos([) + isin(C]) or 1 [ [I = &/,
You'll want to use a math package that will handle complex numbers, such as MathCad, MatLab,
Maple, etc. In a pinch you can whip up a display program in C or C++, but the graphing becomes a
chore.

Figure 4 shows the gain and phase vs. angle= of the loop gain for the controller with our example gains
of kp = 0.5/b, kj = 0.1/b and kg = 0.7/b. The gain magnitude crosses 1 at [1 = 1, where the phase is
1¢%21500, indicating a phase margin of 30°, and the gain phase crosses 180° at a magnitude of about 9
and 0.3 for gain margins of 19 and 10dB, respectively=.
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Figure 4: Gain/Phase plot of the motor & PID controller together.

The first thing to notice about this result is that the phase margin is a bit too small -- as | said
previously, 30i;%2 is pushing it. Notice that this system appeared to be perfectly safe when we
designed it using the traditional PID methods, and its poles were comfortably inside the unit circle, yet
we've already found a potential problem! This indicates that if you just used the PID tuning method
you could end up with a system that goes unstable when the temperature changes, or that was stable
in the lab but doesn't always build to a stable system in production.

So how do we proceed? Let's look at our available tools for some clues. Figure 5 gives the Bode plot of
the plant alone. Notice that the plant's phase approaches 180i;%: pretty quickly. This is why we can't

just wrap the motor with position feedback, unless we don't mind a low performance system. Figure 6

shows the Bode plot of the controller. See how the controller phase is positive for angular frequencies

between about 0.4 radian/cycle and 3 radians/cycle? This extra phase makes the plant more stable.
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Figure 5: Gain/Phase plot of the plant alone.
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Figure 6: Gain/Phase plot of the PID controller.

Figure 7 shows the Bode plots of an integrator. Here you can see why an integrator decreases stability
-- it's phase is essentially 90i;%: for most useful frequencies. Since most systems need more positive
phase rather than less, an integrator usually isn't the right thing to use for stability. So why use one?
Look at the gain at low frequencies: the gain of the integrator goes to infinity as the frequency goes to
0. This means that the integrator will force the DC error of the system to zero, which is just another
way of saying that it will insure that the system will always drive to the correct target.
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Figure 7: Gain/Phase plot of an integrator.

Figure 8 shows the Bode plot of the differentiator. The differentiator is just about the opposite of the
integrator: while the integrator drives the phase negative and does good things at DC, the
differentiator drives the phase more positive, which increases stability, but it doesn't do anything at
DC, and it amplifies noise (which is bad).
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Figure 8: Gain/Phase plot of the differentiator.

As you can see from these plots, if we can increase the effect of the differentiator (or decrease the
effect of the integrator and proportional term) we should see an increase in the phase margin of the
system. | used this to tune the motor, Figure 9 shows the resulting open-loop bode plot with

kp = 0.08/b, kj = 0.004/b and kg = 0.8/b. The gain margins are now 40dB and 7dB, and the phase
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margin is a nice comfortable 61°. What's more, the unity-gain frequency, which gives a rough measure
of the system response speed, hasn't changed all that much, indicating that we've increased the
stability of the system without losing too much performance.
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Figure 9: Open-loop gain with tuning.
5.2 Time-Domain Implications

Bode plots tell you all about system stability in the frequency domain, but they don't directly tell you if
the system is going to meet its performance criteria, or how it will perform in the time domain.
Unfortunately, we are usually not directly interested in the frequency domain performance of a system

we're usually much more interested in what happens in the time domain. There really isn't a direct
correspondence, but there are some generalities that can be made:

The settling time of the closed-loop system is roughly equal to the inverse of the bandwidth of the
closed-loop response (usually measured from the frequency is 3dB or 6dB down from the DC value).
Since the bandwidth of the loop response is strongly related to the unity gain frequency of the open
loop response, this number can also be used.

If the closed-loop amplitude response rises from its DC value, the time domain response to a step
input will likely overshoot. If the closed-loop amplitude response is "peaky", i.e. if it has a narrow rise
of more than 3dB or so the step response will "ring". In fact, if the closed-loop amplitude response falls
off sharply from its maximum gain the step response will ring. All of these conditions are caused by
mild to extreme lack of phase or gain margin.

6 Finally

This paper has presented the very basics of control system design using the z transform. Using the z
transform you can intelligently design stable, well behaved systems with performance that can be
made predictable and reliable over variations in manufacturing tolerances and environmental
conditions.
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1d(n) is the z transform equivalent of the Dirac delta function.
2 u(n) is known as the i; %2unit step functioni; ¥2. Note that it is defined at n = 0

3 Because the magnitude of the transfer function as z varies over the complex plane goes to infinity at
each denominator root, as if it were a circus tent with a pole right there.

4 Multiple roots must be counted individually, so z3i;¥232z2+3Zi; %1 has three roots at z = 1.
5 "Close to one" and "slowly" vary with the problem at hand, of coursei; %>

6Although some DSP chips can do floating point nearly as quickly as they can do integer arithmetic.
This property is not common.

7 This is not the usual biquad filter, but it does essentially the same thing and | think it makes for
tighter code on a general purpose processor.

8 See [3].

9 This is an example of linearization, where you're taking a non-linear system and modeling it as a
linear one.

10 [x is the angle that x makes to the real number line, it is equal to the arctangent of the imaginary
part of x and the real part of x.

11 In decibels (dB). A gain in dB is equal to 20 times the logarithm to the base 10 of the linear gain:
gaingg = 20log10(9ainjinear)-

12 The angle [ of z on the complex plane is related to frequency by the sampling time T. When
z=elit implies that the response will have a component e/D”, which is a sinusoid with a
frequency of /T radians per second, or [1/(2[]T) Hz.

13 Yes, you can have more than one gain or phase margin, because there's more than one gain or
phase crossing or you can have no gain or phase margin.
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